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Anomaly vs. Fraud
Background

• Fraud definition according to U.S. Law:
• a misrepresentation of a fact, made from one person to another, with 

knowledge of its falsity and for the purpose of inducing the other to act.

• Anomaly definition[1]
• An anomaly is a data point that is significantly different from rest of the data. 

• Fraud vs. Anomaly
• Not all frauds are anomalies.
• Not all anomalies are frauds.

3 [1] Aggarwal, Charu C. "An introduction to outlier analysis." Outlier analysis. Springer, Cham, 2017. 1-34.



Machine Learning in Fraud Detection
Background
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Content-based Detectors Behavior-based Detectors Graph-based Detectors

Discuss in this talk!

Average content similarity

The ratio of exclamation sentences

Description length based on bigrams

The frequency of review

Deceptive review count previous week

Max. number of reviews posted in a day



Graph-based Fraud Detection
Background
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Bot Account on Twitter Coordinated Accounts on Social Network[1]

[1] Pacheco, Diogo, et al. "Uncovering Coordinated Networks on Social Media: Methods and Case Studies." ICWSM. 2021.



Graph Neural Networks
Background
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Key idea: the connected nodes are similar (homophily assumption)

Image from Jure Leskovec, Stanford CS224W: Machine Learning with Graphs, http://cs224w.stanford.edu



GNN Use Cases in Industry
Background

GNN for
Fraud Detection
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• Pinterest, Snapchat
• Recommender systems

• Amazon & United Airlines
• Information extraction

• AstraZeneca
• Molecular Generation

• Insurance Fraud

• Loan Defaulter

• Money Laundering

• Malicious Account

• Transaction Fraud

• Cash-out User

• Bitcoin Fraud

https://arxiv.org/pdf/1806.01973
http://nshah.net/publications/GrafRank.WWW.21.pdf
https://aws.amazon.com/cn/solutions/case-studies/united-airlines-2021-reinvent-video/
https://chemrxiv.org/engage/chemrxiv/article-details/60c74f19ee301c084fc7a627
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Supervised GNN

Image from Jianyu Wang et. al. 2019. FdGars: Fraudster Detection via Graph Convolutional Networks in Online App Review System. WWW 2019.

Background

(1) Graph Construction. (2) Training GNN on the Graph
with labeled nodes.

(3) Classifying Unlabeled Nodes.

9

Supervised



Background Supervised

A Short History of GNN-based Fraud Detection
GraphRAD

MLG@KDD’18

GEM
CIKM’18

GeniePath
AAAI’19

InsurGNN
SIGIR’19

BitGCN
ADF@KDD’19

GAS
CIKM’19

CARE-GNN
CIKM’20

GraphConsis
SIGIR’20

GraphRfi
SIGIR’20

Bi-GCN
AAAI’20

SemiGNN
ICDM’19

Player2Vec
CIKM’19

GAL
CIKM’20

MvMoE
WSDM’21

APAN
SIGMOD’21

IHGAT
KDD’21

FD-NAG
BigData’21

10

BWGNN
ICML’22

https://www.mlgworkshop.org/2018/papers/MLG2018_paper_12.pdf
https://arxiv.org/pdf/2002.12307.pdf
https://arxiv.org/pdf/1802.00910.pdf
https://dl.acm.org/doi/pdf/10.1145/3331184.3331372
https://arxiv.org/pdf/1908.02591.pdf
https://arxiv.org/pdf/1908.10679.pdf
https://arxiv.org/pdf/2008.08692.pdf
https://arxiv.org/pdf/2005.00625.pdf
https://arxiv.org/pdf/2005.10150.pdf
https://arxiv.org/abs/2001.06362
https://ieeexplore.ieee.org/document/8970829
http://mason.gmu.edu/~lzhao9/materials/papers/lp0110-zhangA.pdf
http://www.meng-jiang.com/pubs/gal-cikm20/gal-cikm20-paper.pdf
https://dl.acm.org/doi/pdf/10.1145/3437963.3441743
https://arxiv.org/pdf/2011.11545.pdf
https://dl.acm.org/doi/pdf/10.1145/3447548.3467142
https://arxiv.org/pdf/2110.01171.pdf
https://arxiv.org/pdf/2205.15508.pdf


Background

GEM (CIKM’18)

Account-Device 
Heterogeneous Graph

• Task: malicious accounts detection in mobile
payment service (Alipay).

• The first paper leveraging the 
heterogeneous graphs for fraud detection.

• Device types include UMID, MAC address, IMSI,
APDID (Alipay Fingerprint).

• Code is available.

Blue: normal accounts
Yellow: malicious accounts
Other: different devices

11

Supervised

https://arxiv.org/pdf/2002.12307.pdf
https://github.com/safe-graph/DGFraud-TF2/tree/main/algorithms/GEM


Background

FD-NAG (BigData’21)

1C

B

2

3 A

(a) Multi-entity graph (b) Single-entity graph

1
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• Task: fraudsters detection in ride sharing services.

• Designing node and edge features for non-attributed graphs.

• Empirically verified the effectiveness of contrastive learning in fraud detection.

Transferring a heterogeneous non-attributed graph to an edge-attributed homogeneous graph

12

Supervised

https://arxiv.org/pdf/2110.01171.pdf


Background

Graph Schema

Homogeneous Multi-relation Heterogeneous Hierarchical
BitGCN
FdGars

GeniePath
FD-NAG

GraphConsis
CARE-GNN
PC-GNN

GAS
mHGNN
IHGAT

GEM
SemiGNN
Player2Vec
AA-HGNN
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Supervised

https://arxiv.org/pdf/1908.02591.pdf
https://dl.acm.org/citation.cfm?id=3316586
https://arxiv.org/pdf/1802.00910.pdf
https://arxiv.org/pdf/2110.01171.pdf
https://arxiv.org/pdf/2005.00625.pdf
https://arxiv.org/pdf/2008.08692.pdf
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://arxiv.org/pdf/1908.10679.pdf
https://engineering.case.edu/groups/xusheng-xiao/sites/engineering.case.edu.groups.xusheng-xiao/files/docs/metagraph.pdf
https://dl.acm.org/doi/abs/10.1145/3447548.3467142
https://arxiv.org/pdf/2002.12307.pdf
https://ieeexplore.ieee.org/document/8970829
http://mason.gmu.edu/~lzhao9/materials/papers/lp0110-zhangA.pdf
https://arxiv.org/pdf/2101.11206.pdf


Background

Graph Schema is Crucial

14

Supervised

Image from Liang, Chen, et al. "Uncovering insurance fraud conspiracy with network learning." Proceedings of the 42nd International ACM SIGIR 
Conference on Research and Development in Information Retrieval. 2019.

• Task: finding fraud colluders on an online
insurance platform.

• The suspicious signal can only be visible
under certain graph schemas.

• Graph schema design is the key step for
applied graph machine learning.



DGFraud

• DGFraud – A Deep Graph-based Toolbox for Fraud Detection.

Combined 600+ Stars on GitHub

Background Supervised

15

https://github.com/safe-graph/DGFraud
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Background Supervised

Unsupervised Anomaly Detection with Graphs
• Label scarcity

• Ground truth labels can be expensive, even impossible to obtain.

• Novelty detection
• Unsupervised learning does not reply on existing labeled data.

• Preprocessing for downstream tasks
• E.g., Outlier resistant node classification.

Unsupervised

17



Graph Auto-Encoder (GAE)

Modified from Jianyu Wang et. al. 2019. FdGars: Fraudster Detection via Graph Convolutional Networks in Online App Review System. WWW 2019.

Background

(1) Graph Construction. (2) Training GAE on the Graph. (3) Detecting Outlier Nodes.

18

Supervised Unsupervised



● The first attempt of graph auto-encoder in graph anomaly detection problem.
● Adopted multi-task learning framework to jointly detect anomalies from two aspects.
● Using reconstruction error of structure and attribute as anomaly score.

Homogenous Graph Construction Shared

Background Supervised Unsupervised

DOMINANT (SDM’19)

19

https://www.public.asu.edu/~kding9/pdf/SDM2019_Deep.pdf


● Capture higher-order structure information with node motif degree.
● Largely improve the scalability for AE, but huge burden on node motif degree counting.
● Imprecise estimate (e.g., LRP) can accelerate node motif degree counting.

Background Supervised Unsupervised

GUIDE (Big Data’21)

20

Node Motif Degree

NodeMotifDegree(e,        ) = 3

https://arxiv.org/pdf/2002.04025.pdf
https://ieeexplore.ieee.org/document/9671990


A Python Library for Graph 
Outlier/Anomaly Detection

Homepage: https://pygod.org
Doc: https://docs.pygod.org
Software Paper: https://arxiv.org/abs/2204.12095
Email: dev@pygod.org

Background Supervised Unsupervised

Received 700+ Stars on GitHub

21

Detecting graph outliers in 5 lines of code

https://pygod.org/
https://docs.pygod.org/
https://arxiv.org/abs/2204.12095
mailto:dev@pygod.org


Background

BOND Benchmark (NeurIPS’22)

• The first comprehensive unsupervised node 
outlier detection benchmark.

• Provides synthetic, injected, and organic outlier 
detection dataset.

22

Supervised Unsupervised

Data repo: https://github.com/pygod-team/data
Benchmark Paper: https://arxiv.org/abs/2206.10071
Email: benchmark@pygod.org

https://github.com/pygod-team/data
https://arxiv.org/abs/2206.10071
mailto:benchmark@pygod.org


Background

Benchmark on Performance

• No algorithm outperforms on all datasets in expectation.

• Performance on synthetic outliers may not generalize to organic outliers.

• Most Graph OD methods and SGD may be sub-optimal on small graphs. 

• Trade-off between algorithm stability and potential in deep graph methods.

23

Supervised Unsupervised



Background

Benchmark on Outlier Types

• The reconstruction instead of neighbor 
aggregation detects structural outlier.

• Low-order structure is sufficient for 
detecting structural outlier.

• None of the methods balances multiple 
types of outliers well.

24

Supervised Unsupervised

Graph Outlier Taxonomy



Background

Benchmark on Efficiency and Scalability

25

Supervised Unsupervised

• Conventional methods are more efficient than deep methods.

• GUIDE improves scalability at an expense of efficiency.
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Commercial Graph Database

27

• Store the data with graph structure.

• Fast update and query.

• Fraud detection capabilities
• Community/Cycle Detection

• Link Analysis

• Graph feature extraction

• Visualization

• Most of them do not have deep learning/GNN capability.

• TigerGraph ML Workbench has the API to PyG/DGL.

Background Supervised Unsupervised Application



Non-commercial Graph Database

28

Background Supervised Unsupervised Application

eRiskCom
VLDB Journal 2022

Alibaba
Macquarie University

Spade VLDB 2023
Grab and National University of Singapore

For a suspicious user, find
the other key members within
the same community of the
suspicious users

Dynamically maintaining a large graph and
fast computing the dense subgraphs

https://link.springer.com/article/10.1007/s00778-021-00723-z
https://arxiv.org/pdf/2211.06977.pdf


Open Source/Commercial GNN Solution

29

Background Supervised Unsupervised Application

• DGL + AWS: an end-to-end fraud detection solution (support all DL frameworks).

• PyG + NVIDIA: GNN acceleration on CPU and GPU, no distributed solution.

• Jraph from DeepMind: GNN in JAX, support distributed training.

• Kumo.ai: a startup from PyG team, provide GNN-based fraud detection solution.

https://github.com/awslabs/realtime-fraud-detection-with-gnn-on-dgl
https://github.com/pyg-team/pytorch_geometric/releases/tag/2.2.0
https://github.com/deepmind/jraph
https://kumo.ai/


Dynamic GNN: A Low-latency Inference Solution

30 Image from Rossi, Emanuele, et al. "Temporal graph networks for deep learning on dynamic graphs." arXiv preprint arXiv:2006.10637 (2020).

• Each node has a mailbox
(memory) to store the up-to-
date neighbor information.

• The inference can be done by
aggregating information from
the memory.

• The memory can be updated
asynchronously.

• APAN: e-commerce
transaction fraud detection.

Background Supervised Unsupervised Application

https://arxiv.org/pdf/2011.11545.pdf


Outline
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• Online/Mobile Payment Fraud
• CIKM’18, ICDM’19, AAAI’19, TDSC’20.

• Insurance Fraud
• SIGIR’19, ICME’22.

• Blockchain/Crypto Fraud
• MLF@KDD’19, KDD’21, WWW’22, ADMA’22, KDD’22.

• Loan Defaulting, Loan Fraud, Credit Limit Prediction
• CIKM’19(1), CIKM’19(2), CIKM’20(1), CIKM’20(2), WWW’20;
• AAAI’21, WSDM’21, WWW’21, SDM’21, arXiv’22, NeurIPS’22.

• Transaction Fraud (e-commerce and credit card)
• ICDE’18, VLDB’19, ICDE’21, arXiv’20, ICAIF’20, SIGMOD’21;
• KDD’21, WISE’21, TOIS’21, ESA’22, ICML’22, TCSS’22.

Background

Graph-based Financial Fraud Detection Papers

32

Supervised Unsupervised Application Summary

• Money Laundering
• MLF@KDD’19, AAAI’20.

https://arxiv.org/pdf/2002.12307.pdf
https://ieeexplore.ieee.org/document/8970829
https://ojs.aaai.org/index.php/AAAI/article/view/3884
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9085905
https://dl.acm.org/citation.cfm?id=3331184.3331372
https://ieeexplore.ieee.org/abstract/document/9859871
https://arxiv.org/pdf/2102.05373.pdf
https://arxiv.org/pdf/2204.13442.pdf
https://link.springer.com/chapter/10.1007/978-3-031-22064-7_32
https://arxiv.org/pdf/2205.13426.pdf
http://yangy.org/works/loan_fraud/cikm19_loan.pdf
https://dl.acm.org/doi/10.1145/3357384.3357804
https://www.researchgate.net/publication/343626706_Loan_Default_Analysis_with_Multiplex_Graph_Learning
https://ponderly.github.io/pub/ADAAR_CIKM2020.pdf
https://dl.acm.org/doi/abs/10.1145/3366423.3380159
https://www.aaai.org/AAAI21Papers/AAAI-6859.XuB.pdf
https://dl.acm.org/doi/abs/10.1145/3437963.3441743
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://arxiv.org/pdf/2207.03579.pdf
https://arxiv.org/pdf/2207.03579.pdf
https://nesa.zju.edu.cn/download/Online%20E-Commerce%20Fraud%20A%20Large-scale%20Detection%20and%20Analysis.pdf
https://arxiv.org/pdf/1906.07407.pdf
https://arxiv.org/pdf/1912.11113.pdf
https://arxiv.org/pdf/2011.12193.pdf
https://dl.acm.org/doi/pdf/10.1145/3383455.3422548
https://arxiv.org/pdf/2011.11545.pdf
https://dl.acm.org/doi/abs/10.1145/3447548.3467142
https://link.springer.com/chapter/10.1007/978-3-030-90888-1_29
https://www.researchgate.net/publication/353353148_eFraudCom_An_E-commerce_Fraud_Detection_System_via_Competitive_Graph_Neural_Networks
https://www.sciencedirect.com/science/article/abs/pii/S0957417421017449
https://arxiv.org/pdf/2205.15508.pdf
https://ieeexplore.ieee.org/document/9831118
http://shichuan.org/doc/78.pdf


Background

Key Challenges and Solutions
• Camouflage

• Neighboring filtering: SIGIR’20, CIKM’20, WWW’21.
• Aware of adversarial behavior: IJCAI’20, WWW’20.
• Active generative learning: ACL’20.
• Bayesian edge weight inference: ACL’21.

• Scalability
• GNN scalability: MLF@KDD’20, WWW’22(1), WWW’22(2), NeurIPS’22(1), NeurIPS’22(2).
• Shallow graph models are more scalable: MLG@KDD’18, WWW’20.

• Class imbalance
• Down/Over-sampling: CIKM’20, WWW’22.
• Neighbor selection: WWW’21.
• Data augmentation: CIKM’20.

33

Supervised Unsupervised Application Summary

https://arxiv.org/pdf/2005.00625.pdf
https://arxiv.org/pdf/2008.08692.pdf
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://www.ijcai.org/Proceedings/2020/0197.pdf
https://dl.acm.org/doi/10.1145/3366424.3391266
https://www.aclweb.org/anthology/2020.acl-main.279.pdf
https://aclanthology.org/2021.acl-long.297.pdf
https://arxiv.org/pdf/2203.00638.pdf
https://arxiv.org/abs/2203.06389
https://openreview.net/forum?id=4PJbcrW_7wC
https://openreview.net/forum?id=sMezXGG5So
https://www.mlgworkshop.org/2018/papers/MLG2018_paper_16.pdf
https://arxiv.org/pdf/2004.04834.pdf
https://arxiv.org/pdf/2008.08692.pdf
https://assets.amazon.science/b0/3c/5d25ba6a44a9aeef450083b41e88/allie-active-learning-on-large-scale-imbalanced-graphs.pdf
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://ponderly.github.io/pub/ADAAR_CIKM2020.pdf


Background

Key Challenges and Solutions (Cont’d)
• Label scarcity

• Active learning: ICDM’20, TNNLS’21, WWW’22.
• Ensemble learning: CIKM’20.
• Meta learning: WSDM’21.

• Label fidelity
• Active learning: TNNLS’21.
• Human-in-the-loop: AAAI’20.

• Data scarcity
• Data augmentation: CIKM’20, CIKM’21, ACL’20.
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Supervised Unsupervised Application Summary

https://arxiv.org/pdf/2101.11206.pdf
https://ieeexplore.ieee.org/abstract/document/9525041
https://assets.amazon.science/b0/3c/5d25ba6a44a9aeef450083b41e88/allie-active-learning-on-large-scale-imbalanced-graphs.pdf
http://www.meng-jiang.com/pubs/gal-cikm20/gal-cikm20-paper.pdf
https://arxiv.org/pdf/2102.11165v1.pdf
https://ieeexplore.ieee.org/abstract/document/9525041
https://arxiv.org/abs/1912.12520
https://ponderly.github.io/pub/ADAAR_CIKM2020.pdf
http://nshah.net/publications/ELAND.CIKM.21.pdf
https://aclanthology.org/2020.acl-main.279.pdf


Background

Novel Practices
• Graph Pretraining (Contrastive Learning)

• Anomalous node is distinguishable from its structural pattern.
• TNNLS’21, SIGIR’21, arXiv’21(1), arXiv’21(2), ICDM’22, NeurIPS’22.

• Dynamic/Temporal/Streaming Graph
• Historical information is useful for identifying anomalous.
• Efficiency and cost are bottlenecks.
• CIKM’21, KDD’21(1), KDD’21(2), SIGMOD’21.
• arXiv’21, SDM’21, ICDM’20, KDD’20.
• ROLAND (KDD’22), arXiv’22, ADMA’22, VLDB’23.
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https://arxiv.org/pdf/2103.00113.pdf
https://dl.acm.org/doi/10.1145/3404835.3462944
https://arxiv.org/pdf/2108.07516.pdf
https://arxiv.org/pdf/2110.01171.pdf
https://arxiv.org/pdf/2210.09766.pdf
https://openreview.net/pdf?id=d6mf9AFoR-O
https://arxiv.org/pdf/2005.07427.pdf
https://dl.acm.org/doi/pdf/10.1145/3447548.3467141
https://dl.acm.org/doi/pdf/10.1145/3447548.3467168
https://arxiv.org/pdf/2011.11545.pdf
https://arxiv.org/pdf/2106.09876.pdf
https://epubs.siam.org/doi/pdf/10.1137/1.9781611976700.79
https://ieeexplore.ieee.org/document/9338258
https://arxiv.org/pdf/2002.07917.pdf
https://snap.stanford.edu/graphlearning-workshop/slides/stanford_graph_learning_Finance.pdf
https://dl.acm.org/doi/pdf/10.1145/3534678.3539300
https://arxiv.org/pdf/2207.03579.pdf
https://link.springer.com/chapter/10.1007/978-3-031-22064-7_32
https://arxiv.org/pdf/2211.06977.pdf


Background

Novel Practices (Cont’d)
• Multi-task Learning

• Credit limit forecasting and credit risk predicting: WSDM’21.
• Fraud detection and recommender system: SIGIR’20.

• Explainable Anomaly Detection
• Explainable fraud transaction detection: arXiv’20, KDD’21.
• Explainable fake news detection: ACL’20.
• Explainable fraudulent account detection: CIKM’22.

• Graph Design
• Transforming tabular data to graph data for anomaly detection: IJCAI’22.
• Graph architecture search for GNNs: WWW’22.

36
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https://dl.acm.org/doi/pdf/10.1145/3437963.3441743
https://arxiv.org/abs/2005.10150
https://arxiv.org/pdf/2011.12193.pdf
https://dl.acm.org/doi/pdf/10.1145/3447548.3467142
https://www.aclweb.org/anthology/2020.acl-main.48.pdf
https://ponderly.github.io/pub/NGS_CIKM2022.pdf
https://www.ijcai.org/proceedings/2022/0336.pdf
https://arxiv.org/pdf/2203.00638.pdf


Background

Industry Cases
• Facebook

• WWW’20, KDD’20, Security’21.

• Amazon
• MLG@KDD’18, KDD’21, WWW’22.

• Alibaba & Ant Group
• CIKM’18, AAAI’19, SIGIR’19, CIKM’19, ICDM’19, IJCAI’20, ACL’20, CIKM’20(1);
• CIKM’20(2), SIGMOD’21, WSDM’21, WWW’21, AAAI’21, KDD’21(1), KDD’21(2), VLDB’22.

• eBay
• Workshop@AAAI’21, arXiv’20, MLF@KDD’20.

• Others
• App Market, Money Laundering, Fake Invitation (iQIYI), Blockchain(1), Blockchain(2);
• Blockchain(3), Grab(1), Grab(2), Custom Fraud, Finvolution.
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• Tencent
• WWW’19, WWW’20, KDD’21.

https://arxiv.org/pdf/2004.04834.pdf
https://arxiv.org/pdf/2002.07917.pdf
https://www.usenix.org/system/files/sec21summer_xu.pdf
https://www.mlgworkshop.org/2018/papers/MLG2018_paper_12.pdf
Bipartite%20Dynamic%20Representations%20for%20Abuse%20Detection
https://assets.amazon.science/b0/3c/5d25ba6a44a9aeef450083b41e88/allie-active-learning-on-large-scale-imbalanced-graphs.pdf
https://dl.acm.org/citation.cfm?id=3272010
https://arxiv.org/pdf/1802.00910.pdf
https://dl.acm.org/citation.cfm?id=3331184.3331372
https://arxiv.org/pdf/1908.10679.pdf
https://ieeexplore.ieee.org/document/8970829
https://www.ijcai.org/Proceedings/2020/0643.pdf
https://aclanthology.org/2020.acl-main.279.pdf
https://www.researchgate.net/publication/343626706_Loan_Default_Analysis_with_Multiplex_Graph_Learning
https://ponderly.github.io/pub/ADAAR_CIKM2020.pdf
https://arxiv.org/pdf/2011.11545.pdf
https://dl.acm.org/doi/pdf/10.1145/3437963.3441743
https://ponderly.github.io/pub/PCGNN_WWW2021.pdf
https://www.aaai.org/AAAI21Papers/AAAI-6859.XuB.pdf
https://dl.acm.org/doi/pdf/10.1145/3447548.3467142
https://dl.acm.org/doi/pdf/10.1145/3447548.3467142
https://link.springer.com/article/10.1007/s00778-021-00723-z
https://arxiv.org/pdf/2011.12193.pdf
https://drive.google.com/file/d/14CPo4U9nmRClf_62NhVnhJVG5yhQXzEt/view
https://dl.acm.org/doi/abs/10.1145/3340531.3412690
https://arxiv.org/pdf/1908.02591.pdf
https://cs.nju.edu.cn/liyf/paper/icdm20-hmgnn.pdf
https://arxiv.org/pdf/2204.13442.pdf
https://arxiv.org/pdf/2102.05373.pdf
https://arxiv.org/pdf/2204.13442.pdf
https://arxiv.org/pdf/2205.13426.pdf
https://arxiv.org/pdf/2110.01171.pdf
https://arxiv.org/pdf/2211.06977.pdf
https://arxiv.org/abs/2201.06759
https://arxiv.org/pdf/2207.03579.pdf
https://dl.acm.org/citation.cfm?id=3316586
https://dl.acm.org/doi/10.1145/3366424.3391266
https://dl.acm.org/doi/pdf/10.1145/3447548.3467094


Background

Insights and Discussions
• Early detection, prevention vs. detection.

• Unsupervised model selection/hyper-parameter tuning.

• The longtail distribution of the anomaly types.

• The concept drift and continual learning.

• The gap between academia and industry.
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Background

How to Apply GNNs in Anomaly Detection

Using
Graph?

Using
GNN?

Which
Task?

Schema
Design

Which
GNN?

•Using Graph?
• The anomalous entities share common properties.
• The anomalous entities have clustering behavior.
• The trade off between cost and effectiveness.

•Using GNN?
• The infrastructure.
• The feature availability and feature types.
• Integrating with other modules and tasks.

• Which Task?
• Supervised:
•Node/edge/graph/subgraph classification.

• Unsupervised:
•Community detection; anomaly detection.

• Schema Design
• Node/edge type and node/edge feature.
• Graph schema, node sampling.
• Graph structure is flexible: SIGIR’19, ICDM’20.

• Which GNN?
• GNN is chosen based on task and schema.
• Simple GNN model is enough.
• Dynamic GNNs need more efforts.
• GAT and Graph-SAGE are commonly used.
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https://dl.acm.org/doi/pdf/10.1145/3331184.3331372
https://cs.nju.edu.cn/liyf/paper/icdm20-hmgnn.pdf


Background

Resources
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• Paper List
• Graph-based Fraud Detection Papers and Resources.

• Tutorial
• KDD’20 Tutorial: Deep Learning for Anomaly Detection

• Libraries
• PyG Temporal, PyOD, PyODDS, TODS, UGFraud.

• Recent Surveys
• Graph Learning for Anomaly Analytics: Algorithms, Applications, and Challenges.
• Graph Computing for Financial Crime and Fraud Detection: Trends, Challenges and Outlook.

Application Summary

https://github.com/safe-graph/graph-fraud-detection-papers
https://sites.google.com/view/kdd2020deepeye/home
https://github.com/benedekrozemberczki/pytorch_geometric_temporal
https://github.com/yzhao062/pyod
https://github.com/datamllab/tods
https://github.com/datamllab/tods
https://github.com/safe-graph/UGFraud
https://dl.acm.org/doi/pdf/10.1145/3570906
https://arxiv.org/pdf/2103.03227.pdf
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